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Abstract 
The integration of solar photovoltaic power plants (SPVPPs) into power systems reduces grid inertia, challenging frequency stability during 

contingencies. This paper evaluates a deloaded SPVPP with fast frequency response (FFR) capability at 34% PV penetration in a modified IEEE 

9-bus system. Dynamic simulations demonstrate that while a substantial 21.40% deloading level improves frequency response, the enhancements 

are modest - yielding just 0.42% better RoCoF (0.7824 Hz/s vs 0.7857 Hz/s) and 0.17% higher nadir (57.13 Hz vs 57.03 Hz) compared to 0% 

PV penetration. The optimization process achieved only a 2.18% reduction in required deloading, highlighting limited gains from reserve tuning. 

Economic analysis reveals a 4.85% up-regulation cost relative to generation revenue. While the proposed strategy maintains frequency within 

limits despite 24% inertia reduction, its marginal gains in this small test system suggest potentially greater effectiveness in larger systems where 

sufficient baseline inertia exists to complement the SPVPP's regulation capabilities. The study provides critical insights into the system-scale 

considerations for implementing SPVPP-based frequency regulation. 
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Introduction 

The rapid integration of variable renewable energy sources (VRES), 

particularly solar photovoltaic (PV) systems, into modern power 

grids has introduced new challenges in dynamically handling post-

disturbance frequency stability. Unlike conventional synchronous 

generators (SGs), grid-connected solar PV power plants (SPVPPs) 

lack inherent inertia and governor response, which are critical for 

maintaining system frequency during power imbalances [1,2,3]. As 

solar penetration increases, the displacement of synchronous 

generation reduces system inertia, exacerbating frequency 

deviations during contingencies [4],[5]. Reduced system inertia 

increases the dynamism of the power grid, lowers its resilience, and 

makes it more vulnerable to significant frequency fluctuations even 

in response to minor disturbances [6]. Moreover, reduced inertia 

limits the time available to address power imbalances, emphasizing 

the need for rapid frequency response mechanisms in low-inertia 

grids to preserve frequency stability [7],[8]. To address the low 

inertia problem, deloaded operation (below MPPT) of SPVPPs with 

fast frequency response (FFR) capability has emerged as a 

promising solution to provide rapid primary frequency regulation 

without delay [9],[10]. 

Recent studies have demonstrated that deloaded SPVPPs 

can contribute to frequency stability by maintaining active power 

reserves [7],[11],[12]. However, determining the optimal deloading 

level remains a critical challenge, as excessive reserves undermine 

plant economic efficiency while insufficient reserves may fail to 

provide adequate frequency support, potentially compromising 

frequency stability [13]. Various optimization techniques, such as 

particle swarm optimization (PSO) and genetic algorithm (GA) have 

been explored to determine the trade-off between frequency 

response performance and operational costs [7],[11]. Despite these 

advancements, most studies have focused on medium- to large-scale 

power systems, with limited application or validation in small-scale 

systems. Consequently, the effectiveness of such frequency 

regulation strategies in smaller networks-such as microgrids or test 

systems like the IEEE 9-bus-remains largely unexplored and 

warrants further investigation. 

This paper presents a comprehensive evaluation of 

frequency regulation using deloaded SPVPPs through dynamic 

simulations on a modified IEEE 9-bus test system -a small-scale 

network commonly used for academic and research purposes. 

Addressing the gap in existing literature, which predominantly 

focuses on medium- and large-scale systems, this study makes three 

key contributions: First, it demonstrates the viability of applying 

deloaded SPVPPs for frequency regulation in small-scale power 

systems by quantifying the frequency response improvements 

achievable under different solar penetration levels (0% and 34%). 

Second, it investigates the economic trade-offs of deloading by 

assessing up-regulation costs associated with maintaining active 

power reserves. Third, it explores the scalability constraints of the 

approach by analysing how marginal improvements in frequency 

response relate to increasing reserve capacity requirements. 

The remainder of this paper is structured as follows: Section 

2 outlines the dynamic modelling of the SPVPP and the development 

of a multi-objective optimization framework. Section 3 details the 
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simulation environment and section 4 presents the results, along with 

a discussion of the findings. Lastly, Section 5 provides the 

conclusion and suggests directions for future research 

Methods 

2.1 Modelling of a Deloaded SPV Power Plant  

Solar photovoltaic power plants (SPVPPs) are conventionally 

operated in Maximum Power Point Tracking (MPPT) mode to 

extract maximum available power, leaving no reserve. However, 

recent advancements in power electronics and control have enabled 

SPVPPs to participate in frequency control [14]. SPVPPs can 

operate in a deloaded mode, where they are intentionally run below 

their optimal power point- 𝑃𝑚𝑝𝑝  to create a reserve margin- 

𝑃𝑑𝑒𝑙𝑜𝑎𝑑𝑒𝑑 provided by (1). By adjusting the DC-side operating 

voltage to a higher value (𝑉𝑟𝑒𝑑 = 𝑉𝑚𝑝𝑝 + 𝑉𝑑𝑒𝑙𝑜𝑎𝑑) as shown in Fig. 

1, the SPVPP generates reduced power- 𝑃𝑟𝑒𝑑, freeing up a reserve 

that can be quickly deployed to support grid frequency as FFR, 

mimicking SGs [15]. 

𝑃𝑑𝑒𝑙𝑜𝑎𝑑𝑒𝑑 = 𝑃𝑚𝑝𝑝 − 𝑃𝑟𝑒𝑑                                                        (1) 

 

 

Fig. 1: Deloaded SPVPP Operation 

This dynamic operation was modelled and simulated in DIgSILENT 

PowerFactory by implementing the active power controller shown 

in Fig. 2 using DSL [16].  During a contingency, the reserved power 

(𝑃𝑑𝑒𝑙𝑜𝑎𝑑𝑒𝑑) is released by adjusting the SPV array's DC voltage 

(𝑉𝑟𝑒𝑑) based on frequency deviation (∆f). A control signal 

proportional to ∆f reduces 𝑉𝑟𝑒𝑑, increasing the active power output 

to a new level- 𝑃𝑑_𝑛𝑒𝑤. This active power control, implemented in 

DIgSILENT Simulation Language (DSL), shifts the operating 

voltage to a new point- 𝑉𝑑_𝑛𝑒𝑤  given by (2), enabling rapid active 

power support during frequency disturbances [17]. The PI controller 

receives the error signal and computes a control signal to adjust the 

converter direct axis current reference- 𝐼𝑑𝑟𝑒𝑓 which is responsible 

for modulating active power injection. The value of 𝐼𝑑𝑟𝑒𝑓 changes 

proportionally with changes in frequency. 

𝑉𝑑_𝑛𝑒𝑤 = 𝑉𝑟𝑒𝑑 − 𝐾𝑔∆𝑓 = 𝑉𝑚𝑝𝑝 + 𝑉𝑑𝑒𝑙𝑜𝑎𝑑 − 𝐾𝑔∆𝑓     (2)  

Where 𝐾𝑔 represents the proportional gain constant. 

 

 

 

 

 

 
Fig. 2: Active power controller for a deloaded SPVPP 

2.2 Optimization Problem Formulation 

A multi-objective optimization problem was developed to 

simultaneously reduce total power system costs and environmental 

emissions in a grid with solar PV integration  

Objective 1: Operation Cost minimization 

The first objective function focuses on minimizing operational 

expenses, which include both conventional generation costs and the 

additional costs associated with maintaining solar PV reserves 

through deloading, as mathematically represented in equation (5) 

[11] , 

𝑓 = ∑(𝑎𝑖 + 𝑏𝑖𝑃𝑔𝑖 + 𝑐𝑖𝑃𝑔𝑖
2 ) + 𝐶𝑃𝑉 × 𝑃𝑃𝑉 + 𝐶𝑢𝑟 × 𝑃𝑑𝑙

𝑛𝑔

𝑖=1

          (5) 

Here, ai, bi and ci denote cost coefficients for the 𝑖𝑡ℎ SG while ng is 

the total number of generators. 𝑃𝑔𝑖 respresnts active power output of 

the 𝑖𝑡ℎ generator, 𝑃𝑃𝑉 is the SPV output power, 𝐶𝑃𝑉 is the unit cost 

of SPV generation, 𝐶𝑢𝑟 is the unit cost of upregulation and 𝑃𝑑𝑙 is the 

reserve capacity for deloaded SPV power plants. In this study, the 

SG coefficients were set as; a= 0.1 $/h, b= 0.3 $/MWh and c= 0.2 

$/MW2h. For SPV, 𝐶𝑃𝑉 was 61.8 $/MWh and 𝐶𝑢𝑟 was 11 $/MWh as 

in [12]. 

SPV output power, 𝑃𝑃𝑉 and deloaded margin, 𝑃𝑑𝑙 can be written as: 

𝑃𝑃𝑉 = 𝑃𝐺 × 𝑝𝑒𝑛 × (1 −
𝑑

100
)                                                (7) 

𝑃𝑑𝑙 = 𝑃𝐺 × 𝑝𝑒𝑛 ×
𝑑

100
                                                                (8)  

Here, pen represents SPVPP penetration level and d – the deloading 

level given by (9) and (10) respectively [15]: 

𝑝𝑒𝑛 =
𝑃𝑉 𝑜𝑢𝑡𝑝𝑢𝑡 𝑎𝑡 𝑀𝑃𝑃𝑇

𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑔𝑟𝑖𝑑
                (9) 

𝑑 =
𝑃𝑑𝑙

𝑃𝐺 × 𝑝𝑒𝑛
× 100 =

𝑃𝑑𝑙

𝑃𝑃𝑉 + 𝑃𝑑𝑙
× 100                         (10) 

Where 𝑃𝐺- aggregate power produced by all committed generators. 

The first objective function- 𝐹𝐶  was formulated as in (11). 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒, 𝐹𝑐 = ∑ (𝑎𝑖 + 𝑏𝑖𝑃𝑔𝑖 + 𝑐𝑖𝑃𝑔𝑖
2 ) + 𝐶𝑃𝑉 × 𝑃𝐺 × 𝑝𝑒𝑛 ×

𝑛𝑔
𝑖=1

(1 −
𝑑

100
) + 𝐶𝑢𝑟 × 𝑃𝐺 × 𝑝𝑒𝑛 ×

𝑑

100
                                     (11)                   

Objective 2: Ecological Emissions reduction 

Amid growing climate change concerns from greenhouse gas (GHG) 

emissions, reducing fossil-fuelled power plant emissions has 

become critical. Carbon credit mechanisms now incentivize utilities 

to cut GHG output. Accordingly, the second objective function Fe-

minimizing emissions costs (in $/h)-was formulated as shown in 

(12) [18]. 
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𝐹𝑒 = ∑ 𝛾𝑖𝑃𝐺𝑖
2 + 𝛽𝑖𝑃𝐺𝑖 + 𝛼𝑖 + 𝜁𝑖𝑒𝑥𝑝(𝜆𝑖𝑃𝐺𝑖) × 𝐶𝑡𝑎𝑥

𝑛𝑔

𝑖=1

       (12) 

Here 𝐶𝑡𝑎𝑥 denotes the carbon tax (in $/t). γi, βi, αi, ζi and λi represent 

emission coefficients for the 𝑖𝑡ℎ generator. 

Aggregate Objective function 

The overall objective function-𝐹𝑇 given in (13) was developed by 

merging the 1𝑠𝑡and 2𝑛𝑑 objective functions using a weight factor 

(ω=0.5) to equally prioritize operational cost and emission reduction 

[19].  

Minimize, 𝐹𝑇 = 𝜔 × 𝐹𝑐 + [(1 − 𝜔) × 𝐹𝑒]                       (13) 

Constraints 

The proposed multi-objective optimization is constrained by the 

following system limitations: 

Power balance: The total active power generated must equal the sum 

of total load connected and system losses as in (14). 

∑ 𝑃𝑔𝑖 + 𝑃𝑃𝑉 = 𝑃𝐿𝑜𝑎𝑑 + 𝑃𝐿𝑜𝑠𝑠

𝑛𝑔

𝑖=1

                                          (14) 

Deloading level (d): Defines the reserve margin for an SPVPP. While 

higher reserves (d) enhance flexibility, excessive deloading is 

economically impractical due to significant revenue losses from 

curtailed power. Thus, the SPV system operates within a maximum 

feasible deloading limit- 𝑑𝑚𝑎𝑥, as specified in (15), where d > 0 

ensures active reserve availability. 

𝑑 ≤ 𝑑𝑚𝑎𝑥 ≤ 20%                                                    (15) 

Power generation limits: Active and reactive power output limit of 

SGs and SPVPPs must be adhered to as provided in (16) & (17) 

respectively 

𝑃𝑔𝑖
𝑚𝑖𝑛 ≤ 𝑃𝑔𝑖 ≤ 𝑃𝑔𝑖

𝑚𝑎𝑥 𝑓𝑜𝑟 𝑖 = 1, 2, … … 𝑛                        (16𝑎) 

𝑄𝑔𝑖
𝑚𝑖𝑛 ≤ 𝑄𝑔𝑖 ≤ 𝑄𝑔𝑖

𝑚𝑎𝑥 𝑓𝑜𝑟 𝑖 = 1, 2, … … 𝑛                       (16𝑏) 

Where 𝑃𝑔𝑖
𝑚𝑖𝑛 and 𝑃𝑔𝑖

𝑚𝑎𝑥represent least and maximum possible active 

power output for the 𝑖𝑡ℎ SG for n number of SGs. 𝑄𝑔𝑖
𝑚𝑖𝑛 and 𝑄𝑔𝑖

𝑚𝑎𝑥 

represent least and maximum possible reactive power output for the 

𝑖𝑡ℎ  SG for n number of SGs.  

𝑃𝑃𝑉𝑗
𝑚𝑖𝑛 ≤ 𝑃𝑃𝑉𝑗 ≤ 𝑃𝑃𝑉𝑗

𝑚𝑎𝑥 𝑓𝑜𝑟 𝑗 = 1, 2, …  𝑘                           (17𝑎)  

𝑄𝑃𝑉𝑗
𝑚𝑖𝑛 ≤ 𝑄𝑃𝑉𝑗 ≤ 𝑄𝑃𝑉𝑗

𝑚𝑎𝑥 𝑓𝑜𝑟 𝑗 = 1, 2, …  𝑘                         (17𝑏) 

Where 𝑃𝑃𝑉𝑗
𝑚𝑖𝑛 and 𝑃𝑃𝑉𝑗

𝑚𝑎𝑥 represent least and maximum possible active 

power output for the 𝑗𝑡ℎ SPVPP for k number of SPVPPs. 𝑄𝑃𝑉𝑗
𝑚𝑖𝑛 and 

𝑄𝑃𝑉𝑗
𝑚𝑎𝑥 represent least and maximum possible reactive power output 

for the 𝑗𝑡ℎ  SPVPP for k number of SPVPPs.  

Power system frequency stability metrics: Dynamic values of 

Frequency nadir-𝑓_𝑛𝑎𝑑𝑖𝑟  and RoCoF are constrained within 

prescribed limits for dynamic simulations for frequency secure 

operations as given in (18) and (19) respectively. 

𝑓_𝑛𝑎𝑑𝑖𝑟 ≥ 𝑓_ min                                         (18) 

𝑅𝑜𝐶𝑜𝐹 ≤ 𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥                                    (19) 

Here 𝑓_𝑚𝑖𝑛- minimum post disturbance allowable frequency, 𝑓_𝑛𝑎𝑑𝑖𝑟 

– minimum frequency reached during dynamic simulation, 

𝑅𝑜𝑐𝑜𝐹𝑚𝑎𝑥 –maximum allowable post disturbance rate of change of 

frequency. After a frequency event, RoCoF is approximated using 

(20) 

𝑅𝑜𝐶𝑜𝐹 =
𝑑𝑓

𝑑𝑡
=

𝑓0

2
×

∆𝑃

𝐻𝑠𝑦𝑠
                            (20) 

Where f0- nominal frequency (in hertz), ΔP – amount of power 

mismatch (in p.u) and Hsys – system inertia constant after a 

disturbance (in seconds). 

2.3 Implementation of PSO Algorithm to Optimize SPVPP 

Deloading Levels 

Particle Swarm Optimization (PSO) is a metaheuristic algorithm 

modelled after the collective behaviour of bird flocks or fish schools, 

introduced by Kennedy and Eberhart. It optimizes problems by 

iteratively adjusting a swarm of candidate solutions (particles) 

within a search space. Each particle updates its velocity (𝑣) and 

position (𝑥) using (21) & (22) respectively, guided by both its 

personal best solution and the swarm's global best. This 

collaborative refinement drives the particles toward optimal 

solutions [20].  

𝑣𝑖+1,𝑝 = 𝜔𝑣𝑖,𝑝 + 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡 − 𝑥𝑖,𝑝) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖,𝑝)        (21) 

𝑥𝑖+1,𝑝 = 𝑥𝑖,𝑝 + 𝑣𝑖+1,𝑝                                        (22) 

where p denotes the particle index and i- iteration count. 𝑃𝑏𝑒𝑠𝑡 and 

𝐺𝑏𝑒𝑠𝑡 correspond to the particle’s personal best position and swarm’s 

global best position, respectively. The terms 𝑟1 and 𝑟2 are random 

coefficients, while 𝑐1 and 𝑐2 are cognitive and social acceleration 

constants while w denotes inertia constant.   

In this work, the deloading level -d for SPVPPs is determined 

according to the particle position that produces the minimum fitness 

function value. This function captures the lowest consolidated power 

generation cost, where d is a key parameter in the optimization 

process. The algorithm parameters were configured as in [21]: 

swarm size- 𝑛𝑝 = 10, max iterations- 𝑛𝑖 = 30 and acceleration 

coefficients (𝑐1 = 1.2 and 𝑐2 = 2.0). Fig. 3 illustrates the step-by-

step optimization process for determining the optimal d value. 

 

 
Figure 3. Flowchart for proposed optimization approach 
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PSO Implementation Steps 

1. Initialization: PSO parameters and constraints (𝑓𝑛𝑎𝑑𝑖𝑟 =

57𝐻𝑧, 𝑅𝑜𝐶𝑜𝐹 = 0.85𝐻𝑧/𝑠) were defined. Particle random 

positions (representing deloading levels) and velocities were 

also initialized. 

2. Simulation phase: For each particle at every iteration: 

− Time domain simulations were conducted for different 

penetration levels 

− SG outage was selected as a severe disturbance 

− RoCoF was calculated using (20) and 𝑓𝑛𝑎𝑑𝑖𝑟 determined 

3. Constraint validation: Compliance was verified using (14) - 

(19) constraints. If met, the objective function in (13) is 

evaluated and 𝑃𝑏𝑒𝑠𝑡 is updated; otherwise, the current value is 

maintained. 

4. Swarm update: 𝐺𝑏𝑒𝑠𝑡 is selected as the optimal 𝑃𝑏𝑒𝑠𝑡 i.e the one 

with the lowest value. Particle velocities and positions are 

updated using (21) & (22). 

5. Termination criteria: The algorithm stops if 𝐺𝑏𝑒𝑠𝑡 converges 

(successive differences<0.001) or max iterations – (30) is 

reached. Otherwise steps 2- 4 are repeated. 

Case Study 

3.1 Simulation Setup for IEEE 9 Bus Test System 

The study used the standard IEEE 9-bus (P.M. Anderson) system to 

test the frequency regulation strategy. This compact test case 

provides an ideal platform for analysing how solar PV integration 

affects grid stability [22]. The system's simplicity enables clear 

evaluation of deloaded solar plants' ability to maintain frequency 

stability through FFR [23],[24]. 

The IEEE 9-bus test system comprises three generating 

units, three load centres, nine busbars, and six transmission links. 

The configuration features a balanced generation-load distribution, 

with power plants located at buses 1 through 3 and consumer loads 

connected to buses 5, 6, and 8, as illustrated in Fig. 4. 

 

 
Fig. 4: Single line diagram for the IEEE 9 bus System 

The generator specifications are provided in Table 1 with 

supplementary system parameters including GHG emission 

coefficients provided in [25]. The network operates at 60 Hz with 

Table 1 presenting inertia constants- 𝐻 normalized to a100MVA 

base. Generator loading percentages are calculated based on 

individual generator rating.  

Table 1. IEEE 9 Bus Generator Data 

 

3.2 Simulation Procedure 

Dynamic simulations were performed to assess a frequency 

regulation strategy using the IEEE 9-bus system in PowerFactory. 

The model included generator controllers (governors and AVRs) and 

static loads, excluding voltage and frequency dependencies. After 

validating the system via load flow analysis, the worst-case 

disturbance-generator G02 tripping at 10 seconds-was simulated for 

100 seconds to obtain baseline frequency response data (0% solar 

PV penetration). 

The model was then reset, and the SG at Bus 3 (G03) was 

replaced with a solar PV plant (SPVPP) of equal capacity, simulating 

34% PV penetration. A Python-based PSO algorithm determined the 

optimal deloading level for the SPVPP to enhance frequency control 

during G02's outage. Key metrics evaluated included RoCoF, 

frequency nadir, and operational costs (generation, emissions, and 

up-regulation). 

The optimally deloaded SPVPP's frequency response was 

compared to the baseline case to evaluate the strategy’s 

effectiveness. 

Results and Discussion 

The frequency regulation strategy was tested on an adapted IEEE 9-

bus system to evaluate its effectiveness on a small-scale power grid. 

The outage of generator G2-the second-largest unit (192 MVA) after 

the reference generator G1 (247.5 MVA)-was selected as the worst-

case disturbance due to its near-maximum loading (99.9%). 

4.1 Frequency Response for Static SPV 

The frequency response dynamics with 34% penetration of SPV is 

shown in Fig. 5.  

 

 
Fig. 5: Frequency response with increased penetration of SPV 

Under 0% SPV penetration, the system frequency drops to 57.03 Hz 

with a RoCoF of 0.7857 Hz/s following the outage of generator G2. 

However, when generator G3 is replaced by a SPVPP of equivalent 

capacity-simulating 34% SPV penetration but without fast 

frequency response (FFR) capability-the frequency response 

worsens significantly. The nadir plunges to 56.04 Hz (a 1.74% 
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decline), while the RoCoF rises to 0.9037 Hz/s (a 15.02% increase) 

for the same disturbance. This degradation occurs because the 

SPVPP lacks the inherent inertia of the displaced synchronous 

generator (G3), which is crucial for stabilizing frequency during 

sudden generation losses. 

The integration of the static SPVPP caused breaches in the 

frequency stability criteria outlined in Section 2.3, leading to under-

frequency generator tripping and complete system failure. To 

analyze the system's behavior more closely, the frequency stability 

thresholds were temporarily relaxed, enabling the simulation to 

continue and assess the severity of frequency deviations when static 

SPVPPs were incorporated. These results highlight the destabilizing 

impact of deploying SPVPPs lacking FFR in low-inertia power 

networks, reinforcing the necessity for advanced grid-support 

features in renewable energy integration. Fig. 6 illustrates the 

system's active power response to the G2 outage, highlighting these 

dynamics. 

 

 
Fig. 6: Active power response with generator G2 outage 

As shown in Fig. 6, the SPVPP cannot respond to the power 

imbalance since it lacks FFR capability. Instead, synchronous 

generator G1 increases its active power output to compensate for the 

power deficit. 

4.2 Frequency Response for SPV with FFR capability 

Fig. 7 illustrates the system's frequency response when generator G2 

fails, now incorporating a deloaded SPVPP capable of dynamic 

response to power imbalances. The SPVPP's operating point 

matched that of the original SG (G3) it replaced, establishing the 

deloading level prior to optimization that is like the reserve capacity 

of the replaced SG (G3). 

 

 

 
Fig. 7: Frequency response with penetration of deloaded 

SPVPP 

The deloaded SPVPP (SPV_d) demonstrates superior frequency 

regulation compared to SPV penetration without FFR capability 

(SPV_s), evidenced by an enhanced frequency nadir of 57.22 Hz and 

improved RoCoF of 0.7814 Hz/s, as detailed in Table 2. 

Table 2. Frequency stability metrics with SPVPP penetration 

SPV 

penetrat

ion level 

System 

Inertia 

Consta

nt- H 

(s) 

Freque

ncy 

nadir 

(Hz) 

RoC

oF 

(Hz/s

) 

Deloadi

ng level 

(%) 

Deloadi

ng 

capacit

y (MW) 

0%  16.240 57.03 0.785

7 

- - 

34% 

static 

12.318 56.04 0.903

7 

- - 

34% 

Deloaded 

12.318 57.22 0.781

4 

21.88 23.8 

 

Compared to static SPV, these results show a 2.11% higher 

frequency nadir and a 13.53% faster RoCoF recovery. This 

enhancement stems from the deloaded SPVPP's FFR capability, 

which enables rapid active power injection to stabilize the grid 

during imbalances, as demonstrated in Fig. 8. 

 

 
Fig. 8: Active power response of a deloaded SPVPP with 

generator outage 

The SPVPP has a very high deloading level of 21.88% representing 

a capacity of 23.8 MW, proving essential for frequency stability by 

compensating for a 24% system inertia reduction while maintaining 

grid frequency within operational limits. 

4.3 Optimally Deloaded SPV Penetration 

Fig. 9 illustrates the PSO convergence plot. This study adopted best-

per-iteration convergence plot to analyse the PSO algorithm’s 

optimization process. Unlike global best tracking, this plot reveals 

search dynamics and solution diversity per iteration-crucial given 

the computationally intensive time-domain simulations. The 

nonlinear, dynamic nature of the problem caused local fitness 

fluctuations, making best-per-iteration insights vital for 

understanding how PSO navigates the constrained solution space. 

This granular perspective complements broader convergence trends 

from global best tracking. 
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Fig. 9: PSO Convergence with 34% SPV penetration 

The algorithm begins with broad exploration, causing fitness values 

to spike sharply as particles identify potential solution areas. Early 

iterations then show rapid fitness improvement before the rate of 

decrease gradually slows, marking the shift from exploration to 

exploitation. As particles converge toward optimal solutions, the 

fitness curve stabilizes, reaching a plateau that signals approach to 

near-optimal conditions. Beyond this point, further iterations yield 

diminishing returns in fitness improvement. 

Using the PSO algorithm, at 34% SPV penetration, the 

optimal SPVPP deloading level was determined to be 21.40% (23.28 

MW). 

Fig. 10 depicts the frequency response at 21.40% deloading 

level. The results are compared with the response at 0% SPV. 

 

 
Fig. 10: Frequency response of an optimally deloaded SPVPP 

at 34% SPV penetration 

Fig. 10 demonstrates that the optimal SPVPP deloading level of 

21.40% yields slightly superior frequency response compared to 0% 

SPV penetration. The optimized configuration achieved RoCoF 

(0.7824 Hz/s) and frequency nadir (57.13 Hz) values that marginally 

outperformed the baseline case (0.7857 Hz/s and 57.03 Hz) while 

remaining within operational limits. As Table 3 indicates, this 

represents modest improvements of 0.42% in RoCoF and 0.17% in 

frequency nadir. Notably, while the 21.40% deloading level is 

relatively high, it provides only slight frequency response 

enhancements. Furthermore, the optimization process reduced the 

required deloading level by just 2.18% compared to the unoptimized 

case. 

Table 3: Optimal deloading level and capacity with SPV 

penetration 

Variable Value 

SPV Penetration level 34% 

Optimal deloading level (%) 21.40 

Deloaded capacity (MW) 23.28 

Deloaded SPV Generation (MW) 85.51 

SG Generation (MW) 234.73 

Deloaded SPV RoCoF (Hz/s) 0.7824 

Deloaded SPV Fnadir (Hz) 57.13 

RoCoF %age change 0.42 

Fnadir %age change 0.17 

 

The optimal aggregated operating cost was $12,018.15 per hour. 

Table 4 provides the other cost categories that contribute to the 

aggregated operating cost.  

Table 4: Summary of costs associated with optimally deloaded 

SPVPP 

SPV 

Penetra

tion 

level 

Aggreg

ated 

Operati

ng cost 

($/h) 

Genera

tion 

cost of 

SG 

($/h) 

Genera

tion 

cost of 

SPV 

($/h) 

Ecolog

ical 

emissi

on cost 

($/h) 

Up-

regulat

ion 

cost 

($/h) 

34%  12,018.

15 

6,416.8

1 

5,284.7

9 

60.41 256.14 

 

In this case, the up-regulation cost (representing lost solar generation 

revenue) amounts to 4.85% of the SPV's total generation cost. While 

no universal standards exist, industry research and practical 

experience suggest this cost ratio must remain economically 

competitive with alternative frequency regulation sources. 

Maintaining cost-effectiveness enables solar plants to deliver 

affordable grid stability services while ensuring financial viability. 

Excessive up-regulation costs would disproportionately increase 

overall system operating expenses, making the solution less 

attractive. 

The proposed approach, while applicable to smaller systems 

like the modified IEEE 9-bus network, shows limited performance 

gains through SPVPP deloading optimization. This suggests the 

need for validation on larger-scale power systems to properly assess 

its effectiveness. 

Conclusion 

This study demonstrates that while a deloaded SPVPP with FFR 

capability can improve grid stability in a modified IEEE 9-bus 

system, its impact remains marginal-yielding only a 0.42% 

improvement in RoCoF and 0.17% in frequency nadir despite a high 

21.40% deloading level. The economic viability of this approach is 

constrained by up-regulation costs (4.85% of generation revenue), 

which must remain competitive with alternative frequency 

regulation resources. Although the proposed strategy effectively 

maintains frequency within permissible limits and partially 

compensates for lost inertia (24% reduction), the modest 

performance gains suggest the need for further validation on larger, 

more complex power systems to assess scalability. Future work 

could explore the design and structure of the FFR ancillary market 

with appropriate incentives that can stimulate generating companies 

to provide FRR as a critical grid resource for frequency regulations 

with increased penetration of SPVPPs. 
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